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Figure 1: Our E-4DGS reconstructs temporally consistent and photorealistic dynamic scenes using event streams and sparse
RGB frames captured from multi-view moving cameras, effectively handling complex motion and lighting variations.

Abstract
Novel view synthesis and 4D reconstruction techniques predomi-
nantly rely on RGB cameras, thereby inheriting inherent limitations
such as the dependence on adequate lighting, susceptibility to mo-
tion blur, and a limited dynamic range. Event cameras, offering
advantages of low power, high temporal resolution and high dy-
namic range, have brought a new perspective to addressing the
scene reconstruction challenges in high-speed motion and low-
light scenes. To this end, we propose E-4DGS, the first event-driven
dynamic Gaussian Splatting approach, for novel view synthesis
from multi-view event streams with fast-moving cameras. Specifi-
cally, we introduce an event-based initialization scheme to ensure
stable training and propose event-adaptive slicing splatting for
time-aware reconstruction. Additionally, we employ intensity im-
portance pruning to eliminate floating artifacts and enhance 3D
consistency, while incorporating an adaptive contrast threshold for

∗Both authors contributed equally to this research.
†Correspongding Auther.

more precise optimization. We design a synthetic multi-view cam-
era setup with six moving event cameras surrounding the object in
a 360-degree configuration and provide a benchmark multi-view
event stream dataset that captures challenging motion scenarios.
Our approach outperforms both event-only and event-RGB fusion
baselines and paves the way for the exploration of multi-view event-
based reconstruction as a novel approach for rapid scene capture.

CCS Concepts
• Computing methodologies→ Reconstruction.

Keywords
Event-driven 4DReconstruction, 3DGaussian Splatting, Novel View
Synthesis, High-speed Robot Egomotion.

1 Introduction
Novel view synthesis (NVS) and dynamic scene reconstruction are
critical for immersive applications such as virtual and augmented
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reality (VR/AR) [35, 49, 93], scene understanding [6, 27, 36, 86],
3D content creation [8, 37, 51, 70, 100], and autonomous driving
tasks [17, 50, 87, 95]. While Neural Radiance Fields (NeRF) [47]
has recently achieved remarkable success in photorealistic render-
ing of static scenes, their extension to dynamic scenarios remains
challenging—primarily due to substantial training time. In contrast,
3D Gaussian Splatting (3DGS) [29] provides notable advantages in
real-time rendering and significantly faster training. Yet, existing
dynamic extensions of 3DGS struggle to handle scenes with fast
motion effectively, primarily due to the inherent limitations of RGB
cameras, which, owing to their high latency and limited dynamic
range, are prone to motion blur when capturing fast-moving scenes.

Compared to RGB cameras that capture images at fixed intervals,
event cameras operate asynchronously by recording brightness
changes as event spikes with microsecond-level latency, offering
extremely low latency and high dynamic range [13, 65, 73] Owing
to such advantageous, event cameras have recently been adopted
for novel view synthesis and scene reconstruction tasks [84]. For
example, event-driven NeRF methods [26, 33, 60] leverage event
accumulation frames and depend on known or estimated camera
trajectories to reconstruct NeRF representation. In parallel, event-
driven 3DGS approaches [19, 25, 79, 92] utilize the sharp structural
information provided by event streams to reconstruct 3DGS repre-
sentation, enabling efficient rendering and training. However, these
methods are primarily designed for static scene reconstruction and
are not well-suited for modeling dynamic environments. In the
more challenging task of dynamic scene reconstruction, relying
solely on a single event camera inherently limits the ability to cap-
ture complete scene dynamics—especially in scenarios involving
fast motion, large deformations, or severe occlusions. Moreover,
the coupling between object and camera motion can often lead to
mutual cancellation of contrast changes, resulting in neutralized
events [10, 14, 19] that obscure fine-grained geometric details.

Based on the above observation, we aim to investigate the fol-
lowing research question: How can we efficiently reconstruct a high-
fidelity dynamic scenes using multi-view fast-moving event cameras?
With the captured multi-view event streams, a straightforward
approach is to adopt a two-stage pipeline: first, reconstructing in-
tensity frames from the event streams using E2VID [10, 59] and
obtain Gaussian initialization points from COLMAP [63] ; then,
applying an off-the-shelf reconstruction method for futher recon-
struction [9, 88, 90, 91]. However, this naïve solution compromises
the temporal precision and sparsity of event data by converting it
into intensity frames, introducing accumulation error and extensive
costs, resulting in degraded reconstruction consistency.

To this end, we propose E-4DGS, an end-to-end event-based
framework for high-fidelity dynamic 3D reconstruction from multi-
view event streams. To address the initialization challenge under
sparse event observations, we introduce an event-specific strategy
to generate stable Gaussian primitives without relying on RGB-
based Structure from Motion (SfM). We further design an event-
adaptive slicing mechanism that segments and accumulates event
streams for accurate supervision, and propose a multi-view 3D
consistency regularization to enhance structural alignment. Addi-
tionally, E-4DGS supports optional refinement using a few motion-
blurred RGB frames. To our knowledge, this is the first event-only
framework enabling view-consistent 3D Gaussian reconstruction

in dynamic scenes. For evaluation, we introduce a multi-view syn-
thetic event dataset that serves as a benchmark for dynamic scene
reconstruction. The dataset encompasses a diverse set of dynamic
scenes with simultaneous camera and object motion, ranging from
"mild" to "strong". We compare our method against two-stage base-
lines that utilize E2VID for intensity reconstruction followed by
frame-based methods, trained either with event streams alone or
with a combination of RGB videos and event sequences. Our ap-
proach significantly outperforms all baselines, achieving state-of-
the-art results while enabling continuous and temporally coherent
reconstruction of dynamic scenes. These results demonstrate that
operating directly on raw event data, especially under challeng-
ing conditions with camera motion, yields higher-fidelity dynamic
scene reconstruction compared tomethods relying on reconstructed
RGB frames. To summarize, the main contributions are as follows:

• We present E-4DGS, the event-driven approach for recon-
structing adynamic 3D Gaussian Splatting representation
from multi-view event streams.

• We introduce an event-based initialization scheme for stable
training, propose event-adaptive slicing splatting and adap-
tive event threshold for supervision, and design intensity
importance pruning to enhance 3D consistency.

• We construct a multi-view synthetic dataset with moving
cameras for 4D reconstruction from event streams. Our
method achieves state-of-the-art performance, and we will
release our work to support future research.

2 Related Work
2.1 Dynamic Reconstruction from RGB Frames
Modeling dynamic scenes from moving RGB cameras alone is still a
challenging open task in computer vision. A widely used approach
to this problem is to learn coordinate-based neural scene represen-
tations allowing rendering novel views and representing dynamic
scenes. Previous works such as neural radiance field (NeRF) and its
variants D-NeRF [55], KFD-NeRF [98] andmore [3, 34, 39, 52, 53, 89]
used implicit neural representations in combination with volume
rendering. They are based on Multi-Layer Perceptrons (MLPs),
which are relatively compact and require minimal storage space
once trained. However, they are expensive to optimize and lead to
slow training and evaluation which limits its expansion on the real-
time rendering and real-world applications. The recently emerging
3D Gaussian Splatting (3DGS) [29] and its variants [5, 18, 69, 96]
have reshaped the landscape of dynamic radiance fields due to its
efficiency and flexibility. The pioneering work Deformable3DGS
(D3DGS) [90] enhances dynamic Gaussian representations with a
tiny deformable field for tracking the motion of Gaussian points.
Similarly, other methods [21, 43, 64, 72, 76, 78, 91] models Gauss-
ian motion using point-tracking functions for stable point moving.
Our approach adopts D3DGS as the dynamic representation due
to its simple and efficient structure, and then presents its applica-
tion to the supervision from event streams. It inherits thereby the
advantages of event streams and 3DGS for dynamic view synthesis.

2.2 Dynamic Reconstruction from Event Data
Event cameras have been widely used to reconstruct dynamic
scenes from non-blurry RGB Frames of fast motion. Previous works,
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Figure 2: The overview of our method E-4DGS.Our E-4DGS framework establishes temporal-coherent 4D representations
through a cascaded processing of event streams: The event-driven initialization (§4.1) constructs spatio-temporal Gaussians via
polarity-encoded density fields, followed by differentiable feature distillation (§4.2) where adaptive slicing operators disentangle
high-frequency patterns for splatting-based optimization. Cross-view consistency (§4.3) is then imposed through deformable
Gaussian reprojection coupled with photometric saliency pruning, while multi-modal alignment (§4.4) ultimately achieves
photometric fidelity via kernel-attentive RGB-event synchronization.

including model-based methods [48, 60] and learning-based meth-
ods [22, 59, 71], process event and RGB frames with 2D priors but
lack 3D consistency. Other event-based methods address tasks such
as detection, tracking, and image/3D reconstruction, including lip
reading [62, 67], object tracking [4, 82, 105, 107], and pose estima-
tion [16, 106]. However, these methods still do not incorporate 3D
priors to reconstruct scene appearance and are not applicable to
represent 3D scenes, which is our goal of proposed E-4DGS.

For static scene reconstruction, recent event-based methods [2,
25, 30, 38, 42, 56, 57, 68, 75, 79, 80, 83, 92, 94, 94, 102, 104] have
achieved high-fidelity 3D reconstruction and novel-view synthesis
(NVS) tasks using supervision from event pixels or event accumula-
tion. These methods primarily rely on consistent event sequences
from a single mono-event camera. However, extending static scene
representations to dynamic scenes with event streams is a challeng-
ing task, as the movement of objects and the simultaneous motion
of the event camera can introduce ambiguity in the events. Differ-
ent from only a single mono-camera setting, our proposed E-4DGS
reconstructs the dynamic scene with the multi-view camera setting,
providing more multi-view consistency details.

Recently, a growing trend is the use of dynamic neural radiance
fields (DNeRF) or Dynamic 3DGS (4DGS) for dynamic scene repre-
sentation and novel view synthesis. DE-NeRF [44] and EBGS [85]
reconstruct dynamic scenes using monocular event streams and
RGB frames from a moving camera, modeling deformations in a
canonical space. The former is based on DNeRF, while the latter
relies on 4DGS. EvDNeRF [1], which is based on canonical volumes,
and DynEventNeRF [61], which uses temporally-conditioned MLP-
based NeRF, both utilize multi-view event streams to reconstruct
dynamic scenes. However, the former does not model appearance,
and the latter is trained slowly due to volume rendering. In contrast,
our proposed E-4DGS achieves higher-quality reconstruction by

accurately capturing complex geometries and lighting effects than
NeRF-based models, while also offering fast training and inference
speeds for real-time, real-world applications.

3 Preliminaries
3.1 Deformable 3D Gaussian Splatting
Deformable3DGS [90] offers an explicit method for representing a
4D dynamic scene G with the canonical space and th deformable
space based on 3D Gaussian Splatting [29]. In the canonical space,
these 3D Gaussian points have the following parameters: mean
point 𝜇, covariance matrix Σ, opacity 𝜎 , and color c and a 3D Gauss-
ian point 𝐺 (𝑥) ∈ G is defined as follows:

𝐺 (𝑥) = 𝑒−
1
2 (𝑥−𝜇 )

𝑇 Σ−1 (𝑥−𝜇 ) (1)

where, Σ is divided into two learnable components: the quaternion 𝑟
represents rotation, and the 3D-vector 𝑠 represents scaling. then, the
color of each pixel can be calculated using the following formula:

𝐶 (𝑥) =
∑︁

𝑖∈N(𝑥 )
𝑐𝑖𝛼𝑖 (𝑥)

𝑖−1∏
𝑗=1

(
1 − 𝛼 𝑗 (𝑥)

)
, (2)

where 𝛼𝑖 (𝑥) = 𝜎𝑖 exp
(
− 1

2 (𝑥 − 𝜇2𝐷
𝑖

)𝑇 Σ−1 (𝑥 − 𝜇2𝐷
𝑖

)
)
, and 𝑁 is the

number of Gaussian points that intersect with the pixel 𝑥 .
In the deformable space, Deformable3DGS employ a compact

MLP layer to represent motion of Gaussian points. Given timestamp
𝑡 and center position 𝑥 of 3D Gaussians as inputs, the deformation
MLP produces offsets, which subsequently transform the canonical
3D Gaussians to the deformed space:

(Δ𝑥,Δ𝑟,Δ𝑠) = F𝜃 (𝛾 (sg(𝑥))), 𝛾 (𝑡)) (3)
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where 𝑠𝑔(·) indicates a stop-gradient operation, 𝛾 denotes the posi-
tional encoding as defined in [90]. Therefore, a dynamic Gaussian
point can be represented as𝐺 (𝑥 +Δ𝑥, 𝑟 +Δ𝑟, 𝑠 +Δ𝑠) at timestamp 𝑡 .

3.2 Event Generation Model
A single event is represented as 𝑒𝑘 = (𝑥𝑘 , 𝑦𝑘 , 𝑝𝑘 , 𝑡𝑘 ) in the event
streams E, denoting a brightness change registered by an event
sensor at timestamp 𝑡𝑘 , pixel location uk = (𝑥𝑘 , 𝑦𝑘 ) in the event
camera frame with polarity 𝑝𝑘 ∈ {−1, +1}. The change between
adjacent timestamps can be calculated from intensity images 𝐼 .

𝐿(u𝑘 , 𝑡𝑘 ) − 𝐿(u𝑘 , 𝑡𝑘−1) =
∑︁

𝑡𝑘−1<𝑡≤𝑡𝑘
𝑝𝑡𝐶

𝑝𝑡 def
= Δ𝐸u𝑘 (𝑡𝑘−1, 𝑡𝑘 ), (4)

where 𝐿 = log(𝐼 ) . (5)

Here, the thresholds 𝐶𝑝 ∈ {𝐶−1,𝐶+1} define boundaries for classi-
fying the event as positive or negative, with the polarity of an event
indicating a positive or negative change in logarithmic illumination.

Therefore, given a supervisory event stream E, we can super-
vise our proposed E-4DGS by comparing the predicted brightness
change Δ𝐸 (𝑡𝑘−1, 𝑡𝑘 ) and the ground truth Δ𝐸 (𝑡𝑘−1, 𝑡𝑘 ) by Equa-
tion (4) over all image pixels. In general, we substitute intensity
frames 𝐼𝑡 with the rendered results𝐶𝑡 and can utilize photo-realistic
loss [90] between the predicted intensity frames and the ground-
truth event of event-based single integral (ESI) [60]:

L𝑔𝑠 =
∑︁
u𝑘 ∈𝐼

(𝜆L1 (Δ𝐸u𝑘 ,Δ𝐸u𝑘 ) + (1 − 𝜆)L𝐷−𝑆𝑆𝐼𝑀 (Δ𝐸u𝑘 ,Δ𝐸u𝑘 ))

(6)

4 Method
We propose E-4DGS, a method for high-fidelity dynamic scene
reconstruction using sparse event camera streams. Given multi-
view event data capturing a dynamic scene, E-4DGS reconstructs
a 4D model that allows novel view generation at arbitrary times.
To address the challenges posed by the sparse nature of event
data and the dynamic characteristics of the scene, we introduce an
event-based initialization strategy (Section 4.1), an event-aware slic-
ing splatting technique to preserve geometric details (Section 4.2),
and multi-view 3D consistency regularization for improved scene
fidelity (Section 4.3). Additionally, we utilize adaptive event super-
vision and color recovery to enhance the reconstruction quality
(Section 4.4). The overview of our method is illustrated in Figure 2.

4.1 Event-based Initialization
The Gaussian primitives are initialized using a point cloud derived
from Structure-from-Motion (SfM) [45] with RGB frames in the
vanilla 3DGS. However, their performance is hindered by inaccu-
rate dynamic Gaussian initialization due to view inconsistencies
caused by object motion. Furthermore, applying SfM to extract
Gaussian points from event sequences is more challenging than
using RGB frames with COLMAP [63], due to the sparse nature
of event streams. Some methods [19, 25, 79, 83] randomly initial-
ize Gaussians within a fixed cube without considering unbounded
scenes. Other methods perform better than random initialization
but are more complex. Elite-3DGS [103] employs a two-stage ap-
proach with E2VID [59] to convert events into images, followed by
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Figure 3: Demonstration of how time window discretizations
can influence the count of events between timestep pairs. The
time window (𝑡𝑖 , 𝑡𝑖+1) produces two negative events, whereas
(𝑡𝑖 , 𝑡𝑖+2) produces no events.

SfM for point cloud initialization, while E-3DGS [92] uses exposure
enhancement [66] tricks before obtaining the SfM points.

Thus, we adopt an event-specific strategy for Gaussian point
initialization, balancing performance and efficiency. Specifically,
1) For object scenes, we initialize the point cloud with 100,000
points in a fixed cube, consistent with original 3DGS settings; 2)
For medium or large scenes, we employ a dense-to-sparse radiative
sphere initialization, mimicking realistic distribution where point
density is highest at the center and decreases toward the boundaries.
We set sphere’s radius to 𝑟 = 10.0 with 200,000 initial points.

We also experimented with initializing the Gaussian primitives
using random pointcloud and E2VID+COLMAP, and further details
are provided in the supplementary materials. While our approach
yielded a slight performance drop than the E2VID+COLMAP’s
performance, the latter requires more computational complexity.

4.2 Event-adaptive Slicing Splatting
In event-based scene reconstruction pipelines, the slicing strategy
for the event stream significantly influences reconstruction quality.
As the duration of the event time window (𝑡𝑖 , 𝑡𝑖+1) increases, the
predicted events become a discretized, aliased representation of the
continuous brightness variations in the scene.

For instance, Figure 3 illustrates that measurements recorded
by the event sensor between timestamps (𝑡𝑖 , 𝑡𝑖+1) produce three
negative events at the selected pixel, whereas measurements over
the interval (𝑡𝑖 , 𝑡𝑖+2) yield no events. This effect is particularly
notable in our pipeline, as the process of accumulating polarity
inherently neutralizes events. Moreover, existing works [60, 83]
have demonstrated that using consistently short windows impedes
the propagation of high-level illumination, while consistently long
windows often result in a loss of local detail. While they randomly
sampled the length of event timestamp window, a drawback is
that it does not take into account the camera speed or event rate,
causing the sampled windows to contain either too many or too
few events. Additionally, Hu et al. [24] and Han et al. [20] revealed
that regions with uniform and smooth intensities typically do not
trigger any events, leading to spatial sparsity in the event streams
used as supervisory signals.

Based on the aforementioned observations, we propose an event-
adaptive slicing strategy to address this issue. Specifically, during
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the training of our E-4DGS, we deliberately vary the time window
of batched events and incorporate event noise during the event
accumulation process. Notably, these modifications lead to an im-
proved generation of finely-sliced events at test time. The detailed
process of event-adaptive slicing are as follow:

1) Event Accumulation Range Setting: For each timestamp, we
randomly sample and slice a target number of events streams within
the event count range [𝑁𝑚𝑖𝑛, 𝑁𝑚𝑎𝑥 ].

2) Event Accumulation Jitter: During our sampling process, we
add Gaussian noise to pixels that do not record any events within
the whole event timestamp window. This augmentation enhances
gradient optimization in smooth regions and increases the overall
robustness of the pipeline against noisy events. It serves the same
purpose as Event Sampling in [44], and the whole process is defined
as follows:

Δ𝐸u (𝑡𝑠𝑡𝑎𝑟𝑡 , 𝑡𝑒𝑛𝑑 ) =

∫ 𝑡𝑒

𝑡𝑠

𝑝𝜏𝐶
𝑝𝜏 , 𝑑𝜏 if ⊮trig ≠ 0,

Δ · N
(
0, 𝜎2

noise
)

if ⊮trig = 0.
(7)

where, Δ𝐸 (·) denotes the event frame accumulated from all event
polarities triggered at pixel coordinate u within the current event
time window. ⊮trig denotes the spiking of the events. 𝑡start, 𝑡end,
and Δ𝑡 = 𝑡end − 𝑡start represent the start timestamp, end timestamp,
and the time interval of the event time window, respectively.

This strategy not only guarantees a diverse range of event win-
dow lengths, but also curtails the loss of fine details that can occur
due to neutralization. Moreover, it helps preserve critical geomerty
details, thereby enhancing the overall fidelity of the reconstruction.

4.3 Intensity Importance Pruning
In the vanilla Gaussian Splatting pipeline, the opacity of all Gaussian
points is gradually reduced, and points with low transparency are
pruned during the Gaussian pruning stage. However, this method
is unsuitable for our event-based approach, as it results in exces-
sive coupling between the canonical and deformation fields and
simultaneous camera and object motion, further exacerbating the
issue. Therefore, we eliminate the reset opacity operation same as
in [11]. and drawing inspiration from LightGaussians [12], which
emphasizes a compact representation of static scenes by pruning re-
dundant Gaussians based on spatial attributes such as transparency
and volume, we adopt a specialized strategy, Intensity Importance
Pruning (IIP), to remove floaters across both the canonical and de-
formable spaces. With this strategy, the importance of each Gauss-
ian point is computed for each training viewpoint at every times-
tamp. Gaussian primitives with an importance score below a fixed
threshold are then pruned, effectively mitigating the floater issue
and enhance the 3D consistency from multi-view event streams.

Specifically, for a Gaussian point 𝑔𝑖 ∈ G, the Gaussian impor-
tance 𝑤𝑖 over the images I of all training views and timestamps
T , is defined as follows:

𝑤𝑖 = Max
x∈𝐼 , 𝑡 ∈T

©«𝛼𝑖
(
x | 𝑡

) 𝑖−1∏
𝑗=1

(
1 − 𝛼 𝑗

(
x | 𝑡

) )ª®¬ . (8)

Here, 𝐼 ∈ I denotes the intensity image. We prune Gaussian
points whose importance scores satisfy𝑤𝑖 < 0.015, following the
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Figure 4: The process of the intensity importance pruning.

approach [12]. As shown in Figure 4, our method effectively re-
moves floating artifacts absent from the training views. In addition,
we perform Gaussian cloning and splitting following the 3DGS
protocol, ensuring that child Gaussian points inherit the dynamic
characteristics of their parent Gaussian points.

4.4 Event Supervision and Optimization
Adaptive Event Supervision. According to previous work [40],
the ground truth of the event contrast inherently contains some
errors. Additionally, in the real scenes captured by an event sensor,
the event constrast threshold𝐶𝑝 varies due to the environment dis-
turbance, which can make Equation. 3.2 impractical to use in a real-
world setup. Thus, if we directly apply the photometric loss with
Equation. 6 to compare the rendered intensity frames with those
derived from event data, the inherent discrepancies will be strictly
penalized during optimization, which may in fact degrade the over-
all reconstruction quality. To bridge the gap between synthetic and
real event data, we introduce learnable threshold parameters𝐶 and
compute the rendered intensity frame as follows:

Δ𝐸u𝑘 (𝑡𝑘−1, 𝑡𝑘 ) = �̂�(u𝑘 , 𝑡𝑘 ) − �̂�(u𝑘 , 𝑡𝑘−1)
def≃

∑︁
𝑡𝑘−1<𝑡≤𝑡𝑘

𝑝𝑡𝐶, (9)

Here, we can simpfy this process as follows:

𝑁𝑔𝑡 (·)𝑡𝑘𝑡𝑘−1
=

1
𝐶

((𝑉 (·, 𝑡2) −𝑉 (·, 𝑡1))) , (10)

𝑁𝑝𝑟𝑒𝑑 (·)
𝑡𝑘
𝑡𝑘−1

=
1
𝐶

(
(�̂�(·, 𝑡𝑘 ) − �̂�(·, 𝑡𝑘−1))

)
, (11)

L𝑅𝑒𝑐𝑜𝑛 =
1

𝐻 ×𝑊

∑︁
u∈�̂�

√︃
(𝑁𝑔𝑡 (u) − 𝑁𝑝𝑟𝑒𝑑 (u))2 + 𝜖2 (12)

Here,𝑉 (u, 𝑡) denotes the photovoltage in event pixel u at timestamp
𝑡 and 𝜖 is a small constant added for numerical stability.

The overall event supervision loss is given by:

LEvent = 𝜆ReconLRecon + 𝜆TVLTV, (13)

where LTV is a total variation regularization term encouraging
spatial smoothness, and 𝜆Recon, 𝜆TV are weighting factors balancing
the contributions of each component.

Combined Gain and Offset Correction. Since event cameras
only capture logarithmic intensity differences rather than absolute
log-intensity values, the predicted log-intensity �̂� from our 4DGS
method is determined only up to an additive offset for each color
channel. Moreover, there is a scale ambiguity in the reconstructed
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color balance and illumination of the scene, when only the event
contrast threshold is known. Thus, it’s necessary to correct and
align the color value for every color channel like previous works [42,
60, 97], using the correction formula as follow:

�̂�(u𝑘 , 𝑡𝑘 )
def
= 𝑔𝑐 · �̂�(u𝑘 , 𝑡𝑘 ) + Δ𝑐, (14)

where, 𝑔𝑐 and Δ𝑐 are the color correction parameters, and derived
via ordinary least squares [42] with the ground-truth log-intensity
𝐿(u𝑘 , 𝑡𝑘 ) as defined in Section 3.2. Notably, the images captured
by a separate standard camera are affected by saturation in real-
world scenes due to its limited dynamic range, and they are not raw
recordings but have undergone lossy in-camera image processing.
Moreover, the contrast threshold of real event cameras varies spa-
tially across the image plane and temporally over time [24], making
accurate color correction challenging and potentially leading to
misalignment in the synthesized views of real scenes.

5 Experiments
5.1 Experimental Setting

5.1.1 Implementation Details. (1) Training Assumption: To recon-
struct dynamic scenes using Gaussian Splatting [29] from high-
speed, multi-view event cameras, we assume that our method
leverages accurate camera intrinsics and high-quality, frequency-
consistent extrinsics to enable precise interpolation at arbitrary
timestamps. Specifically, we apply linear interpolation for camera
positions and spherical linear interpolation (SLERP) for camera rota-
tions For the synthetic event dataset, we adopt the original contrast
thresholds𝐶+1 and𝐶−1 from the v2e simulation settings [24]. In the
real-world autonomous driving dataset, we initialize the contrast
thresholds using expected values of the event camera settings. This
prior assumption provides a stable starting point, leading to more
consistent training and improved 3D reconstruction performance.

(2) Training Details: We implemented E-4DGS based on the offi-
cial code of Deformable3DGS [90], Gaussianflow [41], E-NeRF [33]
and Event3DGS [19, 83] with Pytorch and conduct all experiments
on a single NVIDIA RTX 4090 GPU. During training, we render
at a resolution of 346 × 260 for the synthetic dataset and retain
the original resolution 640 × 480 for real-scene data. Events are
accumulated into frames using our adaptive slicing strategy (Sec-
tion 4.2), where the number of events per temporal window is ran-
domly sampled from a predefined range to introduce temporal di-
versity and enhance robustness. Specifically, we set [𝑁min, 𝑁max] =
[5 × 103, 104] for object-level scenes and [105, 106] for indoor or
large-scale scenes. Additionally, Gaussian noise (𝜎noise = 0.02) is
injected into event-void pixels during accumulation to improve
optimization in textureless regions. Each scene is trained for 50,000
iterations using the Adam optimizer. The overall loss consists of an
event-based supervision loss, a total variation regularization term
and a RGB reconstruction loss (opt. ), weighted by 𝜆Recon = 1.0, and
𝜆TV = 0.005, 𝜆RGB = 1.0, respectively. The stabilization constant 𝜖
in LRecon is set to 0.001. The learnable event contrast threshold𝐶 is
initialized to 0.15 for synthetic scenes and 0.2 for real-scene scenes,
and is jointly optimized during training. To prevent interference
with dynamic scene modeling, opacity reset is disabled like in [11]
and color correction is applied only at inference time in all scenes.

5.1.2 Evaluation Metrics. For synthetic and real-scene datasets, we
employ the Peak Signal-to-Noise Ratio (PSNR), Structural Similarity
Index Measure (SSIM) [77], and VGG-based Learned Perceptual Im-
age Patch Similarity (LPIPS) [101] to evaluate the similarity between
rendered novel views and ground-truth novel views.

5.1.3 Baselines. At the time of writing, the event-based dynamic
reconstruction methods Dynamic EventNeRF [61] and EBGS [85]
have not been publicly released. Although EvDNeRF [1] is open-
sourced, it focuses solely on modeling geometric edges rather than
performing holistic scene reconstruction. Consequently, we com-
pare our proposed method against RGB-based baselines that do not
utilize event data and are trained either on blurry RGB recordings
or on RGB videos reconstructed from events using E2VID [59]. We
choose Deformable3DGS [90] and Deblur4DGS [81] as the RGB-
based baseline with blurry RGB inputs or event-integral inputs.

5.2 Experimental Evaluation
5.2.1 Synthetic dataset. To generate synthetic data, we render 8
dynamic scenes in Blender [7] at 3000 FPS from six moving view-
points uniformly distributed around the object at the same height.
The rendered sequences are then processed by the event simulator
v2e [24] to produce corresponding event streams.

(a) Novel View Synthesis: As demonstrated in Table 1, our
proposed E-4DGS outperforms the baselines E2VID + D3DGS across
all synthetic scenes in all metrics. This result is intuitive, as E2VID
benefits from being trained on a large dataset but does not account
for 3D consistency, whereas our method explicitly incorporates it.
Moreover, EvDNeRF only models the edge of a single object and
does not capture the appearance of the dynamic scene, leading
to inferior performance compared to the two-stage method and
our proposed E-4DGS. The qualitative comparison of novel view
synthesis in Figure 5 shows that our method produces reconstructed
scenes with fewer floaters andmore photorealistic rendering results.

(b) Motion Blur Decoupling: Using event sequences for de-
blurring blurry RGB frames is a common task. In our experiments,
we simulate blurry images using Blender [7] by integrating im-
ages over the exposure time using LERP and SLERP, which yields
realistic, motion-dependent blur. Table 1 show that our method
perform better than all 4D reconstruction baselines. The results of
our proposed method are better than the two-stage method which
is combining E2VID with frame-based D3DGS. Furthermore, our
method outperforms the frame-based 4D deblurring baseline [81]1,
demonstrating that inherent blur-resistant characteristics of events
offer greater advantages than relying solely on blur formation.

(c) Dynamic Reconstruction with Event and Frame Fusion:
We combine event sequences and blurry frames by an event-RGB
weighted combination, caculated as follows:

L𝐹𝑢𝑠𝑖𝑜𝑛 = L𝐸𝑣𝑒𝑛𝑡 + 𝜆𝑅𝐺𝐵L𝑅𝐺𝐵 (15)

Here, L𝑅𝐺𝐵 is the original photo-realistic rendering loss of
D3DGS [90] with the L1 and D-SSIM loss terms. Due to the discrete
nature of events, although event sequences capture sharp edges,
they remain noisy in low-light or uniform areas, which results
in fog-like artifacts in dynamic scenes. Moreover, the color in a

1This work need to motion masks and frames as inputs. Thus, we utilize MonST3R [99]
to extract motion masks and train the whole scenes as the original setting.
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Figure 5: Qualitative results of novel view synthesis. Compared with 4D reconstruction-based methods [81, 90], our approach
produces more realistic rendering results with fine-grained details in the synthetic and real scenes.

Table 1: Quantitative comparison of different methods for novel view synthesis from event streams. The best and second-best
results are highlighted in bold and underlined, respectively. The average value is computed across 8 synthetic scenes.

Lego Rubik’s Cube Capsule Restroom Average
Method

↑PSNR ↑SSIM ↓LPIPS ↑PSNR ↑SSIM ↓LPIPS ↑PSNR ↑SSIM ↓LPIPS ↑PSNR ↑SSIM ↓LPIPS ↑PSNR ↑SSIM ↓LPIPS

D3DGS𝑤/𝑜 𝑏𝑙𝑢𝑟 26.47 0.910 0.098 20.30 0.868 0.207 31.23 0.956 0.077 28.05 0.935 0.074 23.81 0.861 0.173
D3DGS𝑤/ 𝑏𝑙𝑢𝑟 23.62 0.821 0.250 18.12 0.804 0.351 27.51 0.905 0.181 26.46 0.908 0.160 21.73 0.797 0.296
E2VID + D3DGS 20.57 0.765 0.347 16.16 0.752 0.404 26.06 0.851 0.268 24.87 0.856 0.247 19.88 0.728 0.397
Deblur4DGS 23.17 0.813 0.265 17.68 0.786 0.375 28.06 0.908 0.176 26.35 0.900 0.162 21.66 0.797 0.291

E-4DGSevent-only 26.85 0.912 0.084 20.97 0.882 0.185 31.85 0.959 0.071 28.83 0.942 0.069 25.38 0.896 0.134
E-4DGSevent& RGB 27.23 0.925 0.078 21.23 0.895 0.172 32.41 0.963 0.068 29.02 0.949 0.067 25.62 0.903 0.129
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Table 2: Ablation study of each component.

Method Components Synthetic Datasets

L𝑟𝑒𝑐𝑜𝑛 L𝑡𝑣 ESS AES IIP PSNR↑ SSIM↑ LPIPS↓
✓ ✓ ✓ ✓ ✓ 25.38 0.896 0.134

✓ – – – – 23.68 0.858 0.178
✓ ✓ – – – 23.89 0.865 0.171
✓ ✓ ✓ – – 24.71 0.876 0.153
✓ ✓ – ✓ – 23.97 0.863 0.172
✓ ✓ – – ✓ 25.13 0.881 0.142

Table 3: Ablation study on the robustness of deblurring. The best and second
results are bold and underlined, respectively.
Blur Degree Mild blur Medium blur Strong blur
Metrics PSNR↑/SSIM↑/LPIPS↓ PSNR↑/SSIM↑/LPIPS↓ PSNR↑/SSIM↑/LPIPS↓
D3DGS 19.05 / 0.62 / 0.41 18.89 / 0.61 / 0.41 16.98 / 0.52 / 0.57
E2VID+D3DGS 17.79 / 0.55 / 0.49 17.69 / 0.54 / 0.49 17.93 / 0.55 / 0.49
Deblur4DGS 19.23 / 0.64 / 0.38 18.92 / 0.61 / 0.42 16.66 / 0.50 / 0.59

E-4DGSevent-only 24.81 / 0.87 / 0.17 24.32 / 0.86 / 0.19 21.59 / 0.76 / 0.28
E-4DGSevent& RGB 24.95 / 0.88 / 0.17 24.78 / 0.87 / 0.17 22.06 / 0.80 / 0.26

shaded area might be slightly off and require correction [42, 60, 61],
as it is not directly measured but inferred from derivative-like data.
However, incorporating RGB frames helps address these issues by
preserving the low-frequency and texture details from the frames
while retaining the sharp, high-frequency features from the event
sequences. As shown in Figure 5 , our method reconstructs a sharp
dynamic scene with accurate colors, achieving the best performance
as reported in Table 1. Consequently, the color event data from a
color event camera like DVS346C is unnecessary, as the predicted
color values of the event rays can be directly mapped to grayscale.
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Figure 6: The Performance of the adaptive event supervision
on the real-scene of the DSEC dataset.

5.2.2 Real-scene dataset. The real-world experiments are conducted
on the interlaken_00_c, interlaken_00_d, and zurich_city_00_a se-
quences from the autonomous driving dataset DSEC [15] captured
from a modern, high-resolution event sensor—Prophesee Gen3.1.
However, the real-world experiments primarily serve as a qualita-
tive benchmark, as the existing datasets [23, 32, 54], are not specif-
ically designed for the task of NVS and lacks multi-view event
streams with settings comparable to our synthetic dataset. This
limitation is partly due to the fact that the target novel-view images
are captured using a single standard RGB camera, which suffers
from saturation effects because of its relatively limited dynamic
range. Moreover, these images are not raw sensor outputs but have
undergone in-camera image processing, often lossy in nature. In
addition, the spectral response curve of the event camera is not
publicly available, making color correction potentially inaccurate
when aligning synthesized views with real images. Consequently,
the dataset does not support accurate quantitative NVS evaluation.

For real-scene evaluation of dynamic reconstruction with event
and frame fusion, the E2VID +D3DGS baseline recovers more visual
details overall. However, the proposed E-4DGS exhibits fewer arti-
facts, particularly around foreground objects. While Deblur4DGS
achieves improved reconstructions compared to the frame-based
method D3DGS, both approaches struggle to recover fine details
such as distant lettering as shown in Figure 5. Furthermore, E-4DGS
delivers reconstructions with better high-frequency details and bet-
ter geometry in comparison to E2VID + D3DGS. None of them
achieve fully photorealistic quality, primarily due to the limitations
of single-view supervision. Nevertheless, such quality is often un-
necessary for many robotics applications and may be impractical
given the complexity of the scenarios under consideration.

5.3 Ablation Evaluation
To evaluate the impact of each individual component, we conduct
extensive qualitative and quantitative ablation studies. We primar-
ily train different variants of our method on both the proposed
synthetic and real-world sequences, focusing on the effects of event-
adaptive slicing splatting (ESS), adaptive event supervision (AES),
and intensity importance pruning (IIP) in the following sections.

Effect of Different Components. For the evaluation without
ESS, we use the fixed event sampling number for accumulation
instead of the specific strategy and then we use the fixed event
threshold value for the evaluation without adaptive event supervi-
sion. In Table 2, we observe a clear performance gain from incor-
porating the ESS and IIP strategies. ESS effectively addresses the
non-uniform spatial-temporal distribution of event data, while IIP
reinforces multi-view consistency, jointly contributing to improved
reconstruction performance. While the addition of the adaptive
event supervision component slightly reduces performance on the
synthetic dataset, it demonstrably improves texture fidelity and
temporal consistency in real-world scenarios in Figure 6.

Effect of Motion Blur at Different Levels In our experiments,
to assess the robustness of the deblurring performance, we simulate
blurry images with varying degrees of motion blur—mild, medium,
and strong—by integrating RGB frames over the exposure time in
Blender [7], resulting in realistic, motion-dependent blur patterns.
We choose the synthetic scene Garage for evaluation. As shown in
Table 3, our proposed E-4DGS consistently outperforms all baselines
across all levels of motion blur, achieving the highest performance.
Moreover, our method reconstructs sharper scene details and more
accurate object boundaries compared to baselines, especially un-
der strong motion blur, demonstrating its superior capability in
preserving both spatial structure and temporal consistency. More
details are in the supplementary materials.
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About Frame Interpolation Comparisons. We compare our
method with the event-based video interpolation approach CBM-
Net [31] on synthetic indoor scenes. Since there is no ground truth
for frame interpolation, we assess the performance of the methods
using recent no-reference metrics: CLIPIQA [74] and MUSIQ [28].
∗ indicates that sharp RGB frames with event sequences are used
as input, whereas motion-blurred frames and event data are used
in other settings. The results are shown in Table 4.

Table 4: Quantitative comparisons for frame interpolation.
Methods Input CLIPIQA↑ MUSIQ↑
CBMNet∗ [31] sharp 0.235 61.87

CBMNet [31] motion-blur 0.169 43.95
Deblur4DGS [81] motion-blur 0.193 53.88
E-4DGS motion-blur 0.208 54.62

6 Conclusion
In this paper, we propose E-4DGS, a novel paradigm for real-time
dynamic view synthesis based on dynamic 3DGS using multi-view
event sequences. We design a synthetic multi-view camera setup
with six moving event cameras surrounding an object in a 360-
degree configuration and provide a benchmark multi-view event
stream dataset that captures challenging motion scenarios. Our
approach outperforms both event-only and event-RGB fusion base-
lines, paving the way for the exploration of multi-view event-based
reconstruction as a novel approach for rapid scene capture. Future
work will focus on addressing the challenges of handling larger-
scale dynamic scenes and improving computational efficiency for
real-world applications such as autonomous driving and immersive
virtual environments.
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Detailed descriptions of dataset construction and training con-
figurations are provided in Section A of the appendix. Section B
presents the implementation of our proposed initialization strat-
egy and compares it with existing methods. Further experimental
results and ablation studies are reported in Section C.

A Dataset Preparations
A.1 Synthetic datasets
We manually create eight synthetic scenes with six viewpoints ar-
ranged in a 360-degree configuration around the object or scene.
Each scene is designed as a center-focus setup, with an object placed
at the center. For these scenes, we render six dynamic scenarios
at a resolution of 346 × 260 in Blender [7] at 3000 FPS with the
BlenderNeRF addon [58]. Six moving viewpoints are uniformly dis-
tributed around the object in a spherical spiral motion at a constant
height. Event streams are generated using the v2e framework [24].
Additionally, leveraging the camera trajectory data, we simulate
blurry images by integrating RGB frames over the exposure time,
with varying degrees of motion blur—mild, medium, and strong.

For training and evaluation, we use six viewpoints for training
and set the llffhold value to 8 for testing. For event-only dynamic re-
construction, RGB frames are converted to grayscale for evaluation,
with event streams used exclusively as input. In the event-RGB fu-
sion dynamic reconstruction, full-resolution color images are used
in conjunction with event slices as input modalities.

Data Composition The proposed synthetic dataset consists of
five dynamic objects, three dynamic indoor scenes, as follows:

• Dynamic objects. We design five object models in Blender,
including Lego, Rubik’s Cube,MC Toy, Hinge, and Cubes. The
dynamic Lego model is derived from the static Lego in the
NeRF dataset [47], to which we add animation.

• Dynamic indoor scenes.We design three indoor models
with dynamic objects in Blender, including Capsule, Restroom
and Garage.

All models are licensed under CC-BY 4.0 and will be open-source.
Data Limitations. The synthetic data in this work is generated

using the v2e framework [24], which simulates events based on
images. However, this approach is inherently limited in handling
extreme lighting conditions, such as overexposure or very low light.
In these scenarios, the images themselves lack crucial information
due to the nature of the lighting, which restricts the ability to
accurately simulate event data for such conditions.The left is the
pointcloud of Gaussian initilization and the right is the novel view
of the Restroom scene.

A.2 Real-scene datasets
We adopt the DSEC dataset [15], a large-scale real-world dataset
designed for driving scenarios, to evaluate our method under re-
alistic and dynamic conditions. The dataset was captured using
a synchronized sensor rig mounted on a vehicle, consisting of a
Prophesee Gen3.1 event camera, a global shutter RGB camera, and
a Velodyne LiDAR. The event camera records asynchronous bright-
ness changes at a spatial resolution of 640×480 and provides high
temporal resolution (down to microseconds), enabling the capture
of fast motion and high dynamic range scenes. The RGB camera

outputs global shutter images at 1024×768 resolution with fixed
frame intervals. Calibration files are provided to align coordinate
systems of the sensors.

Each sequence in DSEC contains temporally synchronized event
streams, RGB frames, LiDAR point clouds, camera intrinsics/extrinsics,
and time-stamped poses obtained via visual-inertial odometry. For
our experiments, we select three representative sequences: inter-
laken_00_c, interlaken_00_d, and zurich_city_00_a, which cover
diverse urban and suburban environments.

Since the dataset is not originally designed for Novel View Syn-
thesis (NVS), we perform several processing steps to construct
suitable input-output pairs:

• Image-Event Alignment: For each RGB frame, we extract a
corresponding event stream by accumulating events within a
fixed temporal window around the image timestamp. Events
outside the desired range are discarded to reduce background
noise.

• View Subsampling: We uniformly sample camera view-
points along the driving trajectory. Following the standard
LLFF [46] protocol, we use every 8 consecutive views for
training and hold out the next view for evaluation.

• Modality Handling: For event-only models, RGB frames
are converted to grayscale as evaluation and only event
streams are used as input. For event-RGB fusion settings, the
full-resolution color images are used jointly with the event
slices as input modalities.

• Frame Curation: Frames suffering from severe motion blur
or under-/over-exposure are excluded to ensure a clean eval-
uation set. We also ignore frames with poor localization
confidence based on pose metadata.

Although the dataset offers event streams, RGB images, and
LiDAR data, its forward-facing setup with narrow baseline view-
points makes it inherently unsuitable for tasks requiring diverse
multi-view observations, such as high-fidelity 3D reconstruction
and novel view synthesis. As a result, we use these sequences only
for qualitative visualization.

B More details of Pointcloud Initialization

Table 5: Ablation Study on Different Initialization Method.

Method PSNR ↑ SSIM ↑ LPIPS ↓ Time/h

Random Init. 21.56 0.785 0.233 0.9
E2VID+SfM 24.87 0.866 0.170 2.5

Ours 24.21(-0.66) 0.854(-0.012) 0.176(+0.006) 1.1(-1.4)

In this section, we explore the impact of different point cloud
initialization methods on the rendering performance of E-4DGS in
three proposed indoor scenes. Compared to the random initializa-
tion, commonly used in methods such as [25, 79], using the sparse
point clouds from Structure-from-Motion (SfM) [45] significantly
improves rendering accuracy when only motion events are utilized,
with the PSNR metric increasing from 24.21 dB to 24.87 dB.

To further demonstrate the trade-off between efficiency and
performance achieved by our proposed method, we compare the
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Figure 7: Virtual camera setup in Blender for synthetic dataset generation. The six simulated DAVIS 346C event cameras are
positioned to match the layout of our real-world multi-view recording environment.

E2VID + COLMAP

Random Init.

Event-based Init. (Ours)

Figure 8: Qualitative comparison of different initialization
methods and our method achieves a trade-off between effi-
ciency and performace.

effect of point cloud initialization using event-to-video approaches
in Table 5. Using E2VID[59] to convert event data into images
and generating point clouds through SfM yields further accuracy

improvements. However, this process introduces additional compu-
tational costs and time due to reliance on learning-based methods.

As shown in Figure 8, we visualize the impact of different initial-
ization methods on event-based 4DGS rendering. When random
initialization is used, the 4DGS reconstruction based on motion
events suffers from noticeable artifacts and a lack of detail. The
E2VID + COLMAP-based SfM method improves scene reconstruc-
tion, but at the cost of significantly lower runtime efficiency. In
contrast, our method employs a radial initialization after consid-
ering a center-focus environment, yielding comparable rendering
results to the two-stage initialization approach, despite slightly
lower quantitative metrics. This validates the key role of our ap-
proach in improving the efficiency of event-driven explicit dynamic
reconstruction.

C Additional experiments
C.1 Performance of adaptive event threshold
To bridge the gap between dense image rendering and sparse event
streams, our E-4DGS framework incorporates a learnable event con-
trast threshold 𝐶 . This parameter governs the sensitivity of event
triggering, and is jointly optimized with other model parameters.
Rather than relying on a fixed threshold, we allow 𝐶 to dynami-
cally evolve to better accommodate diverse temporal changes in
intensity. As shown in Fig. 9, the synthetic dataset demonstrates a
relatively stable threshold behavior, aligning with its lower noise
and controlled motion. In contrast, real-scene data produces more
frequent and stronger burst patterns, requiring a more adaptive
threshold to handle high-frequency voltage changes effectively.
This adaptiveness ensures accurate contrast modeling for event
supervision, contributing to the photometric alignment between
rendered and observed event data.

C.2 Qualitative comprisons of the motion
deblurring

In the main paper, we have already presented qualitative results
under varying levels of motion blur. In this section, we further
provide additional visual comparisons on the synthetic dataset to
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Figure 9: Visualization of the adaptive event threshold 𝐶 during training on both synthetic and real-scene datasets. For the
synthetic dataset (bottom),𝐶 is initialized to 0.15 and remains relatively stable with occasional spikes. For the real-scene dataset
(top), 𝐶 is initialized to 0.2 and exhibits more pronounced temporal fluctuations due to sensor noise and real-world intensity
transitions. These burst-like perturbations reflect dynamic changes in photovoltage, which are used to compute the contrast
between adjacent frames. A properly adjusted 𝐶 is critical for robustly converting such contrast into events during training.

evaluate the robustness of different methods across mild, medium,
and severe blur conditions. As shown in Figure 10, increasing blur
levels degrade the reconstruction quality of baseline methods to
varying degrees. Compared to D3DGS, which struggles to recover
sharp structures under heavy blur, and E2VID+D3DGS, which in-
troduces artifacts from video reconstruction, our method E-4DGS
consistently produces sharper and more temporally coherent re-
sults. Although Deblur4DGS mitigates some blur-related degrada-
tion, it lacks the geometric consistency offered by our event-guided
framework. Overall, E-4DGS achieves high-fidelity reconstructions
across all blur settings, demonstrating its robustness and effective-
ness under challenging motion scenarios.

C.3 Per-Scene Breakdown
Table 6 presents the quantitative results of all methods for each of
the eight synthetic scene sequences, simulated with default settings
that are optimal for all methods. The per-scene results are generally
consistent with the aggregate metrics, as discussed in Section 5.1.2.

Our method outperforms the baselines in most scenes and shows
comparable performance in others.

D Broader Impact and Limitations
Broader Impact. The proposed E-4DGS framework opens up new
possibilities for high-fidelity 4D reconstruction in domains where
traditional cameras fall short due to motion blur or limited dynamic
range. By leveraging the high temporal resolution of event cameras,
our method enables temporally coherent scene modeling under
rapid motion, which is beneficial for a variety of real-world ap-
plications including autonomous robotics, high-speed inspection,
sports analytics, and scientific visualization in challenging illumi-
nation conditions. Furthermore, the ability to reconstruct dynamic
scenes using purely event-based supervision contributes to the de-
velopment of low-latency, power-efficient visual systems, which are
particularly relevant for resource-constrained or edge computing
scenarios.
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Table 6: Per-synthetic scene breakdown under the default setting.

Synthetic Scene
Metric Method

Lego Rubik’s Cube MC-Toy Hinge Cubes Capsule Restroom Garage
Average

D3DGS𝑤/𝑜 𝑏𝑙𝑢𝑟 26.47 20.30 31.23 28.05 21.75 21.64 20.67 20.36 23.81
D3DGS𝑤/ 𝑏𝑙𝑢𝑟 23.62 18.12 27.51 26.46 19.67 20.08 19.32 19.05 21.73
E2VID+D3DGS 20.57 16.16 26.06 24.87 17.98 18.49 17.17 17.79 19.88
Deblur4DGS 23.17 17.68 28.06 26.35 19.27 20.10 19.39 19.23 21.66
E-4DGSevent-only 26.85 20.97 31.85 28.83 22.36 24.23 23.17 24.81 25.38

PSNR ↑

E-4DGSevent& RGB 27.23 21.23 32.41 29.02 22.42 24.39 23.30 24.95 25.62

D3DGS𝑤/𝑜 𝑏𝑙𝑢𝑟 0.099 0.207 0.077 0.074 0.129 0.271 0.278 0.251 0.173
D3DGS𝑤/ 𝑏𝑙𝑢𝑟 0.250 0.351 0.181 0.160 0.175 0.436 0.406 0.409 0.296
E2VID+D3DGS 0.346 0.404 0.267 0.247 0.298 0.595 0.527 0.493 0.397
Deblur4DGS 0.265 0.375 0.176 0.162 0.181 0.402 0.386 0.385 0.291
E-4DGSevent-only 0.084 0.185 0.071 0.069 0.120 0.183 0.189 0.172 0.134

LPIPS ↓

E-4DGSevent& RGB 0.078 0.172 0.068 0.067 0.119 0.178 0.184 0.165 0.129

D3DGS𝑤/𝑜 𝑏𝑙𝑢𝑟 0.910 0.868 0.956 0.936 0.924 0.770 0.765 0.757 0.861
D3DGS𝑤/ 𝑏𝑙𝑢𝑟 0.821 0.804 0.905 0.908 0.905 0.730 0.686 0.620 0.797
E2VID+D3DGS 0.765 0.752 0.851 0.856 0.852 0.655 0.547 0.549 0.728
Deblur4DGS 0.813 0.786 0.908 0.900 0.898 0.736 0.695 0.643 0.797
E-4DGSevent-only 0.912 0.882 0.959 0.942 0.931 0.842 0.829 0.874 0.896

SSIM ↑

E-4DGSevent& RGB 0.925 0.895 0.963 0.949 0.933 0.848 0.835 0.879 0.903

Limitations. While E-4DGS demonstrates promising results in
dynamic 3D scene reconstruction, certain scenarios, such as those
involving extreme motion or significant occlusions, may present
challenges for the method. The performance is highly dependent on
the availability of synchronized multi-view event data and precise
camera calibration. These aspects are areas for further exploration

to enhance robustness and generalizability in more complex envi-
ronments.
Project Release. We implemented E-4DGS based on the official
code of Deformable3DGS [90], Gaussianflow [41], E-NeRF [33] and
Event3DGS [19] with Pytorch Upon the publication of the paper,
we will release the project materials.
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Figure 10: Qualitative comparison under varying motion blur levels on synthetic scenes. As blur severity increases, baseline
methods (D3DGS and Deblur4DGS) suffer from degraded reconstructions with noticeable artifacts or loss of geometric con-
sistency. In contrast, our method (E-4DGS) produces high-fidelity renderings with sharper details and improved temporal
coherence across all blur levels, demonstrating its robustness and effectiveness under fast motion.
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